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#### Abstract

In this paper, we propose two Ishikawa iterative algorithms for finding a common element of the set of solutions of a generalized equilibrium problem and the set of fixed points of a Lipschitz continuous pseudo-contraction mapping. We obtain both strong convergence theorems and weak convergence theorems in a Hilbert space.
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## 1 Introduction

Let $H$ be a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and induced norm $\|\cdot\|$ and let $C$ be a nonempty closed convex subset of $H$. Let $B: C \rightarrow H$ be a nonlinear mapping and let $F$ be a bifunction from $C \times C$ to $R$, where $R$ is the set of real numbers. Moudafi [1], Moudafi and Thera [2], Peng and Yao [3,4], Takahashi and Takahashi [5] considered the following generalized equilibrium problem:

$$
\begin{equation*}
\text { Find } x \in C \text { such that } F(x, y)+\langle B x, y-x\rangle \geq 0, \quad \forall y \in C . \tag{1.1}
\end{equation*}
$$

The set of solutions of (1.1) is denoted by $\operatorname{GEP}(F, B)$.
If $B=0$, then the problem (1.1) becomes the following equilibrium problem:
Find $x \in C$ such that $F(x, y) \geq 0, \quad \forall y \in C$.

[^0]The set of solutions of (1.2) is denoted by $\operatorname{EP}(F)$.
If $F(x, y)=0$ for all $x, y \in C$, then the generalized equilibrium problem (1.1) becomes the following variational inequality:

$$
\begin{equation*}
\text { Find } x \in C \quad \text { such that } \quad\langle B x, y-x\rangle \geq 0, \quad \forall y \in C . \tag{1.3}
\end{equation*}
$$

The set of solutions of (1.3) is denoted by $\mathrm{VI}(C, B)$.
The problem (1.1) is very general in the sense that it includes, as special cases, optimization problems, variational inequalities, minimax problems, Nash equilibrium problems in noncooperative games and others; see for instance [1-7].

Recall that a mapping $T: C \rightarrow C$ is said to be a $\kappa$-strict pseudo-contraction mapping [8] if there exists $0 \leq \kappa<1$ such that

$$
\|T x-T y\|^{2} \leq\|x-y\|^{2}+\kappa\|(I-T) x-(I-T) y\|^{2}, \quad \forall x, y \in C,
$$

where $I$ denotes the identity operator on $C$. When $\kappa=0, T$ is said to be nonexpansive [9], and it is said to be a pseudo-contraction mapping if $\kappa=1$. It is easy to see that $T$ is a pseudo-contraction mapping if and only if

$$
\langle T x-T y, x-y\rangle \leq\|x-y\|^{2}, \quad \forall x, y \in C .
$$

We denote the set of fixed points of $T$ by $\operatorname{Fix}(T)$.
Some methods have been proposed to solve the problem (1.2); see, for instance [6,7,10-17] and the references therein. Recently, Combettes and Hirstoaga [10] introduced an iterative scheme of finding the best approximation to the initial data when $\operatorname{EP}(F)$ is nonempty and proved a strong convergence theorem. Takahashi and Takahashi [11] introduced an iterative scheme by the viscosity approximation method for finding a common element of the set of solution of problem (1.2) and the set of fixed points of a nonexpansive mapping and proved a strong convergence theorem in a Hilbert space. Peng and Yao [12] introduced a hybrid iterative scheme for finding the common element of the set of fixed points of a family of infinitely nonexpansive mappings, the set of an equilibrium problem and the set of solutions of variational inequality problem for an $\alpha$-inverse strongly monotone mapping. Tada and Takahashi [13] introduced some iterative schemes for finding a common element of the set of solution of problem (1.2) and the set of fixed points of a nonexpansive mapping in a Hilbert space and obtained both strong convergence theorem and weak convergence theorem. Ceng et al. [15] introduced an iterative algorithm for finding a common element of the set of solution of problem (1.2) and the set of fixed points of a strict pseudo-contraction mapping. Plubtieng and Punpaeng [16] introduced an iterative process based on the extragradient method for finding the common element of the set of fixed points of nonexpansive mappings, the set of an equilibrium problem and the set of solutions of variational inequality problem for $\alpha$-inverse strongly monotone mappings. Chang et al. [17] introduced some iterative processes based on the extragradient method for finding the common element of the set of fixed points of a family of infinitely nonexpansive mappings, the set of an equilibrium problem and the set of solutions of variational inequality problem for an $\alpha$-inverse strongly monotone mapping.

Several algorithms have also been proposed for finding the solution of problem (1.1). Moudafi [1] introduced an iterative scheme for finding a common element of the set of solutions of problem (1.1) and the set of fixed points of a nonexpansive mapping in a Hilbert space and proved a weak convergence theorem. Moudafi and Thera [2] introduced an auxiliary scheme for finding a solution of problem (1.1) and obtained a weak convergence theorem. Peng and Yao $[3,4]$ introduced some iterative schemes for finding a common element of the
set of solutions of problem (1.1), the set of fixed points of a nonexpansive mapping and the set of the variational inequality for a monotone, Lipschitz-continuous mapping and obtain both strong convergence theorems and weak convergence theorems for the sequences generated by the corresponding processes in Hilbert spaces. Takahashi and Takahashi [5] introduced an iterative scheme for finding a common element of the set of solutions of problem (1.1) and the set of fixed points of a nonexpansive mapping in a Hilbert space and proved a strong convergence theorem.

On the other hand, Marino and Xu [18] and Zhou [19] introduced and researched some iterative schemes for finding a fixed point of a strict pseudo-contraction mapping and obtained both strong and weak convergence theorems. Ishikawa [20] introduced an Ishikawa iterative algorithm for finding a fixed point of a Lipschitz pseudo-contraction mapping and obtained a weak convergence theorem. Zhou [19] also introduced an Ishikawa iterative algorithm based on hybrid method for finding a fixed point of a Lipschitz pseudo-contraction mapping and obtained a strong convergence theorem.

It is easy to see that a strict pseudo-contraction mapping must be a pseudo-contraction mapping. However, the examples 3 and 4 in [19] illustrate that a Lipschitz and pseudocontraction mapping may be neither a strict pseudo-contraction mapping nor a nonexpansive mapping. It is natural to raise and to give an answer to the following question: can one construct algorithms for finding a common element of the set of solutions of a generalized equilibrium problem (an equilibrium problem), the common set of fixed points of a Lipschitz pseudo-contraction mapping? In this paper, we will give some positive answers to this question. We introduce some Ishikawa iterative algorithms for finding a common element of the set of solutions of problem (1.1) and the set of fixed points of a Lipschitz continuous pseudo-contraction mapping. We obtain both strong convergence theorems and weak convergence theorems. The results in this paper extend and improve some well-known results in [1,3-5,10-17].

## 2 Preliminaries

Let $H$ be a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$. Let $C$ be a nonempty closed convex subset of $H$. Let symbols $\rightarrow$ and $\rightharpoonup$ denote strong and weak convergence, respectively.

For any $x \in H$, there exists a unique nearest point in $C$, denoted by $P_{C}(x)$, such that $\left\|x-P_{C}(x)\right\| \leq\|x-y\|$ for all $y \in C$. The mapping $P_{C}$ is called the metric projection of $H$ onto $C$. We know that $P_{C}$ is a nonexpansive mapping from $H$ onto $C$. It is known that $P_{C}(x) \in C$ and

$$
\begin{equation*}
\left\langle x-P_{C}(x), P_{C}(x)-y\right\rangle \geq 0 \tag{2.1}
\end{equation*}
$$

for all $x \in H$ and $y \in C$.
It is easy to see that (2.1) is equivalent to

$$
\begin{equation*}
\|x-y\|^{2} \geq\left\|x-P_{C}(x)\right\|^{2}+\left\|y-P_{C}(x)\right\|^{2} \tag{2.2}
\end{equation*}
$$

for all $x \in H$ and $y \in C$. It is also known that

$$
\begin{equation*}
\left\langle x-y, P_{C} x-P_{C} y\right\rangle \geq\left\|P_{C} x-P_{C} y\right\|^{2} \tag{2.3}
\end{equation*}
$$

Recall that a mapping $A: C \rightarrow H$ is called $k$-Lipschitz continuous if there exists a positive real number $k$ such that

$$
\|A x-A y\| \leq k\|x-y\|
$$

for all $x, y \in C$.
Recall also that a mapping $A: H \rightarrow H$ is called $\alpha$-inverse strongly monotone, if there exists an $\alpha>0$ such that

$$
\langle A x-A y, x-y\rangle \geq \alpha\|A x-A y\|^{2}, \quad \forall x, y \in H .
$$

For solving the problems (1.1) and (1.2), let us assume that the bifunction $F$ satisfies the following conditions:
(A1) $F(x, x)=0$ for all $x \in C$;
(A2) $F$ is monotone, i.e., $F(x, y)+F(y, x) \leq 0$ for any $x, y \in C$;
(A3) for each $x, y, z \in C$,

$$
\lim _{t \downarrow 0} F(t z+(1-t) x, y) \leq F(x, y) ;
$$

(A4) for each $x \in C, y \mapsto F(x, y)$ is convex and lower semicontinuous.

## 3 Strong convergence theorems

In this section, we show a strong convergence of an Ishikawa iterative algorithm based on hybrid method for finding a common element of the set of solutions of a generalized equilibrium problem and the set of fixed points of a Lipschitz continuous pseudo-contraction mapping in a Hilbert space.

Theorem 3.1 Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Let $F$ be a bifunction from $C \times C$ to $R$ satisfying (A1)-(A4). Let B be a $\beta$-inverse-strongly monotone mapping of $C$ into $H$. Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\Omega=\operatorname{Fix}(S) \cap \operatorname{GEP}(F, B) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
F\left(u_{n}, y\right)+\left\langle B x_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C, \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
z_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n}, \\
C_{n}=\left\{z \in C:\left\|z_{n}-z\right\|^{2} \leq\left\|x_{n}-z\right\|^{2}-\alpha_{n} \beta_{n}\left(1-2 \alpha_{n}-L^{2} \alpha_{n}^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2}\right\}, \\
Q_{n}=\left\{z \in H:\left\langle x_{n}-z, x-x_{n}\right\rangle \geq 0\right\}, \\
x_{n+1}=P_{C_{n} \cap Q_{n}} x
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\limsup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}}+1} \quad$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma, \tau]$ for some $\gamma, \tau \in(0,2 \beta)$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$, and $\left\{z_{n}\right\}$ converge strongly to $w=P_{\Omega(x)}$.

Proof It is obvious that $C_{n}$ is closed and $Q_{n}$ is closed and convex for every $n=1,2, \ldots$. Since,

$$
\begin{aligned}
C_{n}= & \left\{z \in H:\left\|z_{n}-x_{n}\right\|^{2}+2\left\langle z_{n}-x_{n}, x_{n}-z\right\rangle\right. \\
& \left.+\alpha_{n} \beta_{n}\left(1-2 \alpha_{n}-L^{2} \alpha_{n}^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2} \leq 0\right\}
\end{aligned}
$$

It follows Lemma 1.3 in [21] that $C_{n}$ is convex for every $n=1,2, \ldots$ It is easy to see that $\left\langle x_{n}-z, x-x_{n}\right\rangle \geq 0$ for all $z \in Q_{n}$ and by (2.1), $x_{n}=P_{Q_{n}} x$. Let $u \in \Omega$ and let $\left\{T_{r_{n}}\right\}$ be a sequence of mappings defined as in Lemma 2.2 in [11]. Then $u=T_{r_{n}}\left(u-r_{n} B u\right)$. From $u_{n}=T_{r_{n}}\left(x_{n}-r_{n} B x_{n}\right) \in C$, the $\beta$-inverse-strongly monotonicity of $B$ and (C4), we have

$$
\begin{align*}
\left\|u_{n}-u\right\|^{2} & \leq\left\|x_{n}-r_{n} B x_{n}-\left(u-r_{n} B u\right)\right\|^{2} \\
& \leq\left\|x_{n}-u\right\|^{2}-2 r_{n}\left\langle x_{n}-u, B x_{n}-B u\right\rangle+r_{n}^{2}\left\|B x_{n}-B u\right\|^{2} \\
& \leq\left\|x_{n}-u\right\|^{2}+r_{n}\left(r_{n}-2 \beta\right)\left\|B x_{n}-B u\right\|^{2} \\
& \leq\left\|x_{n}-u\right\|^{2} . \tag{3.1}
\end{align*}
$$

Since $z_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n}$ and $u=S u$, we have

$$
\begin{align*}
\left\|z_{n}-u\right\|^{2}= & \left(1-\beta_{n}\right)\left\|u_{n}-u\right\|^{2}+\beta_{n}\left\|S y_{n}-u\right\|^{2}-\left(1-\beta_{n}\right) \beta_{n}\left\|u_{n}-S y_{n}\right\|^{2} \\
\leq & \left(1-\beta_{n}\right)\left\|u_{n}-u\right\|^{2}+\beta_{n}\left[\left\|y_{n}-u\right\|^{2}+\left\|y_{n}-S y_{n}\right\|^{2}\right] \\
& -\left(1-\beta_{n}\right) \beta_{n}\left\|u_{n}-S y_{n}\right\|^{2} . \tag{3.2}
\end{align*}
$$

Since $S$ is $L$-Lipschitz continuous, $y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}$ and $u=S u$, we get

$$
\begin{align*}
\left\|y_{n}-S y_{n}\right\|^{2} & =\left\|\left(1-\alpha_{n}\right)\left(u_{n}-S y_{n}\right)+\alpha_{n}\left(S u_{n}-S y_{n}\right)\right\|^{2} \\
& =\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2}+\alpha_{n}\left\|S u_{n}-S y_{n}\right\|^{2}-\left(1-\alpha_{n}\right) \alpha_{n}\left\|u_{n}-S u_{n}\right\|^{2} \\
& \leq\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2}+\alpha_{n} L^{2}\left\|u_{n}-y_{n}\right\|^{2}-\left(1-\alpha_{n}\right) \alpha_{n}\left\|u_{n}-S u_{n}\right\|^{2} \\
& =\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2}+\alpha_{n}^{3} L^{2}\left\|u_{n}-S u_{n}\right\|^{2}-\left(1-\alpha_{n}\right) \alpha_{n}\left\|u_{n}-S u_{n}\right\|^{2} \\
& =\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2}+\alpha_{n}\left(\alpha_{n}^{2} L^{2}+\alpha_{n}-1\right)\left\|u_{n}-S u_{n}\right\|^{2} . \tag{3.3}
\end{align*}
$$

Since $S$ is a pseudo-contract, we have

$$
\begin{align*}
\left\|y_{n}-u\right\|^{2}= & \left(1-\alpha_{n}\right)\left\|u_{n}-u\right\|^{2}+\alpha_{n}\left\|S u_{n}-u\right\|^{2}-\left(1-\alpha_{n}\right) \alpha_{n}\left\|u_{n}-S u_{n}\right\|^{2} \\
\leq & \left(1-\alpha_{n}\right)\left\|u_{n}-u\right\|^{2}+\alpha_{n}\left\|u_{n}-u\right\|^{2}+\alpha_{n}\left\|u_{n}-S u_{n}\right\|^{2} \\
& -\left(1-\alpha_{n}\right) \alpha_{n}\left\|u_{n}-S u_{n}\right\|^{2} \\
= & \left\|u_{n}-u\right\|^{2}+\alpha_{n}^{2}\left\|u_{n}-S u_{n}\right\|^{2} . \tag{3.4}
\end{align*}
$$

Substituting (3.3) and (3.4) into (3.2) yields

$$
\begin{align*}
\left\|z_{n}-u\right\|^{2} \leq & \left(1-\beta_{n}\right)\left\|u_{n}-u\right\|^{2}+\beta_{n}\left\|u_{n}-u\right\|^{2} \\
& +\beta_{n} \alpha_{n}^{2}\left\|u_{n}-S u_{n}\right\|^{2}+\beta_{n}\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2} \\
& +\beta_{n} \alpha_{n}\left(\alpha_{n}^{2} L^{2}+\alpha_{n}-1\right)\left\|u_{n}-S u_{n}\right\|^{2}-\left(1-\beta_{n}\right) \beta_{n}\left\|u_{n}-S y_{n}\right\|^{2} \\
\leq & \left\|u_{n}-u\right\|^{2}+\beta_{n}\left(\beta_{n}-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2} \\
& +\beta_{n} \alpha_{n}\left(\alpha_{n}^{2} L^{2}+2 \alpha_{n}-1\right)\left\|u_{n}-S u_{n}\right\|^{2} . \tag{3.5}
\end{align*}
$$

It follows from condition (3.5), (C1), (C3) and (3.1) that

$$
\begin{equation*}
\left\|z_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\beta_{n} \alpha_{n}\left(1-2 \alpha_{n}-\alpha_{n}^{2} L^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}, \tag{3.6}
\end{equation*}
$$

for every $n=1,2, \ldots$ and hence $u \in C_{n}$. So, $\Omega \subset C_{n}$ for every $n=1,2, \ldots$. Next, let us show by mathematical induction that $\left\{x_{n}\right\}$ is well defined and $\Omega \subset C_{n} \cap Q_{n}$ for every
$n=1,2, \ldots$. For $n=1$ we have $x_{1}=x \in C$ and $Q_{1}=H$. Hence, we obtain $\Omega \subset C_{1} \cap Q_{1}$. Suppose that $x_{k}$ is given and $\Omega \subset C_{k} \cap Q_{k}$ for some $k \in N$. Since $\Omega$ is nonempty, $C_{k} \cap Q_{k}$ is a nonempty closed convex subset of $H$. So, there exists a unique element $x_{k+1} \in C_{k} \cap Q_{k}$ such that $x_{k+1}=P_{C_{k} \cap Q_{k}} x$. It is also obvious that there holds $\left\langle x_{k+1}-z, x-x_{k+1}\right\rangle \geq 0$ for every $z \in C_{k} \cap Q_{k}$. Since $\Omega \subset C_{k} \cap Q_{k}$, we have $\left\langle x_{k+1}-z, x-x_{k+1}\right\rangle \geq 0$ for every $z \in \Omega$ and hence $\Omega \subset Q_{k+1}$. Therefore, we obtain $\Omega \subset C_{k+1} \cap Q_{k+1}$.

Let $l_{0}=P_{\Omega} x$. From $x_{n+1}=P_{C_{n} \cap Q_{n}} x$ and $l_{0} \in \Omega \subset C_{n} \cap Q_{n}$, we have

$$
\begin{equation*}
\left\|x_{n+1}-x\right\| \leq\left\|l_{0}-x\right\| . \tag{3.7}
\end{equation*}
$$

for every $n=1,2, \ldots$ Therefore, $\left\{x_{n}\right\}$ is bounded. From (3.1), (3.4), (3.6) and the Lipschitz continuity of $S$, we also obtain that $\left\{u_{n}\right\},\left\{y_{n}\right\}$, and $\left\{z_{n}\right\}$ are bounded. Since $x_{n+1} \in C_{n} \cap Q_{n} \subset$ $Q_{n}$ and $x_{n}=P_{Q_{n}} x$, we have

$$
\left\|x_{n}-x\right\| \leq\left\|x_{n+1}-x\right\|
$$

for every $n=1,2, \ldots$. It follows from (3.7) that $\lim _{n \rightarrow \infty}\left\|x_{n}-x\right\|$ exists.
Since $x_{n}=P_{Q_{n}} x$ and $x_{n+1} \in Q_{n}$, using (2.2), we have

$$
\left\|x_{n+1}-x_{n}\right\|^{2} \leq\left\|x_{n+1}-x\right\|^{2}-\left\|x_{n}-x\right\|^{2}
$$

for every $n=1,2, \ldots$. This implies that

$$
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0
$$

Since $x_{n+1} \in C_{n}$, we have

$$
\begin{align*}
& \left\|z_{n}-x_{n+1}\right\|^{2} \leq\left\|x_{n}-x_{n+1}\right\|^{2} \\
& \quad-\beta_{n} \alpha_{n}\left(1-2 \alpha_{n}-\alpha_{n}^{2} L^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2} \leq\left\|x_{n}-x_{n+1}\right\|^{2} . \tag{3.8}
\end{align*}
$$

Thus, we get $\lim _{n \rightarrow \infty}\left\|z_{n}-x_{n+1}\right\|=0$. It follows from $\left\|x_{n}-z_{n}\right\| \leq\left\|x_{n}-x_{n+1}\right\|+\left\|x_{n+1}-z_{n}\right\|$ that $\left\|x_{n}-z_{n}\right\| \rightarrow 0$.

By (3.8), we get

$$
\beta_{n} \alpha_{n}\left(1-2 \alpha_{n}-\alpha_{n}^{2} L^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2} \leq\left(\left\|x_{n}-x_{n+1}\right\|+\left\|z_{n}-x_{n+1}\right\|\right)\left(\left\|x_{n}-z_{n}\right\|\right) .
$$

It follows from (C1)-(C3), $\left\{x_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded and $\left\|x_{n}-z_{n}\right\| \rightarrow 0$ that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-S u_{n}\right\|=0 \tag{3.9}
\end{equation*}
$$

And thus,

$$
\lim _{n \rightarrow \infty}\left\|y_{n}-u_{n}\right\|=\lim _{n \rightarrow \infty} \alpha_{n}\left\|u_{n}-S u_{n}\right\|=0 .
$$

By (3.5) and (3.1), we obtain

$$
\left\|z_{n}-u\right\|^{2} \leq\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}+r_{n}\left(r_{n}-2 \beta\right)\left\|B x_{n}-B u\right\|^{2} .
$$

Thus, we get

$$
\begin{aligned}
\gamma(2 \beta-\tau)\left\|B x_{n}-B u\right\|^{2} & \leq r_{n}\left(2 \beta-r_{n}\right)\left\|B x_{n}-B u\right\|^{2} \\
& \leq\left\|x_{n}-u\right\|^{2}-\left\|z_{n}-u\right\|^{2} \leq\left(\left\|x_{n}-u\right\|+\left\|z_{n}-u\right\|\right)\left\|x_{n}-z_{n}\right\| .
\end{aligned}
$$

It follows from $\left\|x_{n}-z_{n}\right\| \rightarrow 0,\left\{x_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded that $\left\|B x_{n}-B u\right\| \rightarrow 0$.

For $u \in \Omega$, we have, from Lemma 2.2 in [11],

$$
\begin{aligned}
\left\|u_{n}-u\right\|^{2}= & \left\|T_{r_{n}}\left(x_{n}-r_{n} B x_{n}\right)-T_{r_{n}}\left(u-r_{n} B u\right)\right\|^{2} \\
\leq & \left\langle T_{r_{n}}\left(x_{n}-r_{n} B x_{n}\right)-T_{r_{n}}\left(u-r_{n} B u\right), x_{n}-r_{n} B x_{n}-\left(u-r_{n} B u\right)\right\rangle \\
= & \frac{1}{2}\left\{\left\|u_{n}-u\right\|^{2}+\left\|x_{n}-r_{n} B x_{n}-\left(u-r_{n} B u\right)\right\|^{2}\right. \\
& \left.-\left\|x_{n}-r_{n} B x_{n}-\left(u-r_{n} B u\right)-\left(u_{n}-u\right)\right\|^{2}\right\} \\
\leq & \frac{1}{2}\left\{\left\|u_{n}-u\right\|^{2}+\left\|x_{n}-u\right\|^{2}-\left\|x_{n}-r_{n} B x_{n}-\left(u-r_{n} B u\right)-\left(u_{n}-u\right)\right\|^{2}\right\} \\
= & \frac{1}{2}\left\{\left\|u_{n}-u\right\|^{2}+\left\|x_{n}-u\right\|^{2}-\left\|x_{n}-u_{n}\right\|^{2}\right. \\
& \left.+2 r_{n}\left\langle B x_{n}-B u, x_{n}-u_{n}\right\rangle-r_{n}^{2}\left\|B x_{n}-B u\right\|^{2}\right\} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n}-u_{n}\right\|^{2}+2 r_{n}\left\langle B x_{n}-B u, x_{n}-u_{n}\right\rangle . \tag{3.10}
\end{equation*}
$$

It follows from (3.5) and (3.10) that

$$
\left\|z_{n}-u\right\|^{2} \leq\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n}-u_{n}\right\|^{2}+2 r_{n}\left\langle B x_{n}-B u, x_{n}-u_{n}\right\rangle .
$$

Hence,

$$
\begin{aligned}
\left\|x_{n}-u_{n}\right\|^{2} & \leq\left\|x_{n}-u\right\|^{2}-\left\|z_{n}-u\right\|^{2}+2 r_{n}\left\|B x_{n}-B u\right\|\left\|x_{n}-u_{n}\right\| . \\
& \leq\left(\left\|x_{n}-u\right\|+\left\|z_{n}-u\right\|\right)\left\|x_{n}-z_{n}\right\|+2 r_{n}\left\|B x_{n}-B u\right\|\left\|x_{n}-u_{n}\right\| .
\end{aligned}
$$

Since $\left\|B x_{n}-B u\right\| \rightarrow 0,\left\|x_{n}-z_{n}\right\| \rightarrow 0,\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{z_{n}\right\}$ are bounded, we obtain $\left\|x_{n}-u_{n}\right\| \rightarrow 0$.

As $\left\{x_{n}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n i} \rightharpoonup w$. From $\left\|x_{n}-u_{n}\right\| \rightarrow 0$, we obtain that $u_{n i} \rightarrow w$. From $\left\|u_{n}-y_{n}\right\| \rightarrow 0$, we also obtain that $y_{n i} \rightharpoonup w$. From $\left\|x_{n}-z_{n}\right\| \rightarrow 0$, we also obtain that $z_{n i} \rightharpoonup w$. Since $\left\{u_{n i}\right\} \subset C$ and $C$ is closed and convex, we obtain $w \in C$. It follows from (3.9) that

$$
\left\|u_{n_{i}}-S u_{n_{i}}\right\| \rightarrow 0 .
$$

It follows from Tool 2 in [19] that $w \in \operatorname{Fix}(S)$. We next show that $w \in \operatorname{GEP}(F, B)$. By $u_{n}=T_{r_{n}}\left(x_{n}-r_{n} B x_{n}\right)$, we know that

$$
F\left(u_{n}, y\right)+\left\langle B x_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C .
$$

It follows from (A2) that

$$
\left\langle B x_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq F\left(y, u_{n}\right), \quad \forall y \in C .
$$

Hence,

$$
\begin{equation*}
\left\langle B x_{n_{i}}, y-u_{n_{i}}\right\rangle+\left\langle y-u_{n_{i}}, \frac{u_{n_{i}}-x_{n_{i}}}{r_{n_{i}}}\right\rangle \geq F\left(y, u_{n_{i}}\right), \quad \forall y \in C . \tag{3.11}
\end{equation*}
$$

For $t$ with $0<t \leq 1$ and $y \in C$, let $y_{t}=t y+(1-t) w$. Since $y \in C$ and $w \in C$, we obtain $y_{t} \in C$. So, from (3.11) we have

$$
\begin{aligned}
\left\langle y_{t}-u_{n_{i}}, B y_{t}\right\rangle \geq & \left\langle y_{t}-u_{n_{i}}, B y_{t}\right\rangle-\left\langle y_{t}-u_{n_{i}}, B x_{n_{i}}\right\rangle-\left\langle y_{t}-u_{n_{i}}, \frac{u_{n_{i}}-x_{n_{i}}}{r_{n_{i}}}\right\rangle \\
& +F\left(y_{t}, u_{n_{i}}\right)=\left\langle y_{t}-u_{n_{i}}, B y_{t}-B u_{n_{i}}\right\rangle+\left\langle y_{t}-u_{n_{i}}, B u_{n_{i}}-B x_{n_{i}}\right\rangle \\
& -\left\langle y_{t}-u_{n_{i}}, \frac{u_{n_{i}}-x_{n_{i}}}{r_{n_{i}}}\right\rangle+F\left(y_{t}, u_{n_{i}}\right) .
\end{aligned}
$$

Since $\left\|u_{n_{i}}-x_{n_{i}}\right\| \rightarrow 0$, we have $\left\|B u_{n_{i}}-B x_{n_{i}}\right\| \rightarrow 0$. Further, from the inverse-strongly monotonicity of $B$, we have $\left\langle y_{t}-u_{n_{i}}, B y_{t}-B u_{n_{i}}\right\rangle \geq 0$. It follows from (A4), $\frac{u_{n_{i}}-x_{n_{i}}}{r_{n_{i}}} \rightarrow 0$ and $u_{n_{i}} \rightharpoonup w$ that

$$
\begin{equation*}
\left\langle y_{t}-w, B y_{t}\right\rangle \geq F\left(y_{t}, w\right) \tag{3.12}
\end{equation*}
$$

as $i \rightarrow \infty$. From (A1), (A4) and (3.12), we also have

$$
\begin{aligned}
0 & =F\left(y_{t}, y_{t}\right) \leq t F\left(y_{t}, y\right)+(1-t) F\left(y_{t}, w\right) \\
& \leq t F\left(y_{t}, y\right)+(1-t)\left\langle y_{t}-w, B y_{t}\right\rangle=t F\left(y_{t}, y\right)+(1-t) t\left\langle y-w, B y_{t}\right\rangle
\end{aligned}
$$

and hence

$$
0 \leq F\left(y_{t}, y\right)+(1-t)\left\langle y-w, B y_{t}\right\rangle
$$

Letting $t \rightarrow 0$, we have, for each $y \in C$,

$$
F(w, y)+\langle y-w, B w\rangle \geq 0 .
$$

This implies that $w \in \operatorname{GEP}(F, B)$. Hence, we get $w \in \Omega$.
From $l_{0}=P_{\Omega} x, w \in \Omega$ and (3.7), we have

$$
\left\|l_{0}-x\right\| \leq\|w-x\| \leq \liminf _{i \rightarrow \infty}\left\|x_{n_{i}}-x\right\| \leq \limsup _{i \rightarrow \infty}\left\|x_{n_{i}}-x\right\| \leq\left\|l_{0}-x\right\| .
$$

So, we obtain

$$
\lim _{i \rightarrow \infty}\left\|x_{n_{i}}-x\right\|=\|w-x\| .
$$

From $x_{n_{i}}-x \rightarrow w-x$ we have $x_{n_{i}}-x \rightarrow w-x$ and hence $x_{n_{i}} \rightarrow w$. Since $x_{n}=P_{Q_{n}} x$ and $l_{0} \in \Omega \subset C_{n} \cap Q_{n} \subset Q_{n}$, we have

$$
-\left\|l_{0}-x_{n_{i}}\right\|^{2}=\left\langle l_{0}-x_{n_{i}}, x_{n_{i}}-x\right\rangle+\left\langle l_{0}-x_{n_{i}}, x-l_{0}\right\rangle \geq\left\langle l_{0}-x_{n_{i}}, x-l_{0}\right\rangle .
$$

As $i \rightarrow \infty$, we obtain $-\left\|l_{0}-w\right\|^{2} \geq\left\langle l_{0}-w, x-l_{0}\right\rangle \geq 0$ by $l_{0}=P_{\Omega} x$ and $w \in \Omega$. Hence we have $w=l_{0}$. This implies that $x_{n} \rightarrow l_{0}$. It is easy to see $u_{n} \rightarrow l_{0}, y_{n} \rightarrow l_{0}$ and $z_{n} \rightarrow l_{0}$. The proof is now complete.

By Theorem 3.1, we can obtain the following new and interesting strong convergence theorems in a real Hilbert space.

Corollary 3.1 Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Let $F$ be a bifunction from $C \times C$ to $R$ satisfying (A1)-(A4). Let $S$ be L-Lipschitz continuous and
a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \cap \operatorname{EP}(F) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
F\left(u_{n}, y\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C, \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
z_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n}, \\
C_{n}=\left\{z \in C:\left\|z_{n}-z\right\|^{2} \leq\left\|x_{n}-z\right\|^{2}-\alpha_{n} \beta_{n}\left(1-2 \alpha_{n}-L^{2} \alpha_{n}^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2}\right\}, \\
Q_{n}=\left\{z \in H:\left\langle x_{n}-z, x-x_{n}\right\rangle \geq 0\right\}, \\
x_{n+1}=P_{C_{n} \cap Q_{n}} x
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}+1}}$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma,+\infty)$ for some $\gamma>0$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ converge strongly to $w=P_{\operatorname{Fix}(S) \cap \operatorname{EP}(F)}(x)$.
Proof Putting $B=0$, by Theorem 3.1 we obtain the desired result.
Corollary 3.2 Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Let B be a $\beta$-inverse-strongly monotone mapping of $C$ into $H$. Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \cap V I(B) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
u_{n}=P_{C}\left(x_{n}-r_{n} B x_{n}\right), \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
z_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n}, \\
C_{n}=\left\{z \in C:\left\|z_{n}-z\right\|^{2} \leq\left\|x_{n}-z\right\|^{2}-\alpha_{n} \beta_{n}\left(1-2 \alpha_{n}-L^{2} \alpha_{n}^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2}\right\}, \\
Q_{n}=\left\{z \in H:\left\langle x_{n}-z, x-x_{n}\right\rangle \geq 0\right\}, \\
x_{n+1}=P_{C_{n} \cap Q_{n} x} x
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}+1}}$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma, \tau]$ for some $\gamma, \tau \in(0,2 \beta)$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ converge strongly to $w=P_{\operatorname{Fix}(S) \cap V I(B)}(x)$.
Proof In Theorem 3.1, put $F=0$. Then, we obtain that

$$
\left\langle B x_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C, \quad \forall n \in N .
$$

This implies that

$$
\left\langle y-u_{n}, u_{n}-\left(x_{n}-r_{n} B x_{n}\right)\right\rangle \geq 0, \quad \forall y \in C, \quad \forall n \in N .
$$

So, we get that $u_{n}=P_{C}\left(x_{n}-r_{n} B x_{n}\right)$ for all $n \in N$. Then we obtain the desired result from Theorem 3.1.

Corollary 3.3 (i.e., Theorem 3.6 in [19]) Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Let $S$ be L-Lipschitz continuous and a pseudo contraction of C into itself such that $\operatorname{Fix}(S) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
y_{n}=\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} S x_{n}, \\
z_{n}=\left(1-\beta_{n}\right) x_{n}+\beta_{n} S y_{n}, \\
C_{n}=\left\{z \in C:\left\|z_{n}-z\right\|^{2} \leq\left\|x_{n}-z\right\|^{2}-\alpha_{n} \beta_{n}\left(1-2 \alpha_{n}-L^{2} \alpha_{n}^{2}\right)\left\|x_{n}-S x_{n}\right\|^{2}\right\}, \\
Q_{n}=\left\{z \in H:\left\langle x_{n}-z, x-x_{n}\right\rangle \geq 0\right\}, \\
x_{n+1}=P_{C_{n} \cap Q_{n}} x
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}+1}} \quad$ for all $n \in N$.
Then, $\left\{x_{n}\right\},\left\{y_{n}\right\}$, and $\left\{z_{n}\right\}$ converge strongly to $w=P_{\operatorname{Fix}(S)}(x)$.
Proof Putting $F=0$ and $B=0$, then $u_{n}=P_{C} x_{n}=x_{n}$, by Theorem 3.1 we obtain the desired result.

Corollary 3.4 Let C be a nonempty closed convex subset of a real Hilbert space H. Let $\varphi: C \rightarrow R$ be a lower semicontinuous and convex function. Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \cap \operatorname{argmin}(\varphi) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\}$, $\left\{y_{n}\right\}$ and $\left\{z_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
u_{n}=\operatorname{argmin}_{y \in C}\left\{\varphi(y)+\frac{1}{2 r_{n}}\left\|y-x_{n}\right\|^{2}\right\}, \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
z_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n}, \\
C_{n}=\left\{z \in C:\left\|z_{n}-z\right\|^{2} \leq\left\|x_{n}-z\right\|^{2}-\alpha_{n} \beta_{n}\left(1-2 \alpha_{n}-L^{2} \alpha_{n}^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2}\right\}, \\
Q_{n}=\left\{z \in H:\left\langle x_{n}-z, x-x_{n}\right\rangle \geq 0\right\}, \\
x_{n+1}=P_{C_{n} \cap Q_{n}} x
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}}+1} \quad$ for all $n \in N$.
(C4) $\left\{r_{n}\right\}^{n \rightarrow \infty} \subset[\gamma,+\infty)$ for some $\gamma>0$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\},\left\{y_{n}\right\}$, and $\left\{z_{n}\right\}$ converge strongly to $w=P_{\mathrm{Fix}(S) \cap \operatorname{argmin}(\varphi)}(x)$.
Proof Putting $F(x, y)=\varphi(y)-\varphi(x), \forall x, y \in C$. by Theorem 3.1 we obtain the desired result.

## 4 Weak convergence theorems

In this section, we show a weak convergence of an Ishikawa iterative algorithm for finding a common element of the set of solutions of a generalized equilibrium problem and the set of fixed points of a Lipschitz continuous pseudo-contraction mapping in a Hilbert space.

Theorem 4.1 Let C be a nonempty closed convex subset of a real Hilbert space H. Let F be a bifunction from $C \times C$ to $R$ satisfying (A1)-(A4). Let B be a $\beta$-inverse-strongly monotone mapping of $C$ into $H$. Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\Omega=\operatorname{Fix}(S) \cap \operatorname{GEP}(F, B) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C  \tag{4.1}\\
F\left(u_{n}, y\right)+\left\langle B x_{n}, y-u_{n}\right\rangle+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C, \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
x_{n+1}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n},
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}+1}}$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma, \tau]$ for some $\gamma, \tau \in(0,2 \beta)$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ converge weakly to $w=P_{\Omega}\left(x_{n}\right)$.
Proof Let $u \in \Omega$ and let $\left\{T_{r_{n}}\right\}$ be a sequence of mappings defined as in Lemma 2.2 in [11]. From $u_{n}=T_{r_{n}}\left(x_{n}-r_{n} B x_{n}\right) \in C$, the algorithm (4.1) and the proof of Theorem 3.1, we have

$$
\begin{equation*}
\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}+r_{n}\left(r_{n}-2 \beta\right)\left\|B x_{n}-B u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2} . \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\left\|y_{n}-S y_{n}\right\|^{2} \leq\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2}+\alpha_{n}\left(\alpha_{n}^{2} L^{2}+\alpha_{n}-1\right)\left\|u_{n}-S u_{n}\right\|^{2} . \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
\left\|y_{n}-u\right\|^{2} \leq\left\|u_{n}-u\right\|^{2}+\alpha_{n}^{2}\left\|u_{n}-S u_{n}\right\|^{2} . \tag{3.4}
\end{equation*}
$$

And

$$
\begin{equation*}
\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n}-u_{n}\right\|^{2}+2 r_{n}\left\langle B x_{n}-B u, x_{n}-u_{n}\right\rangle . \tag{3.10}
\end{equation*}
$$

Since $x_{n+1}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n}$ and $u=S u$, we have

$$
\begin{align*}
\left\|x_{n+1}-u\right\|^{2} \leq & \left(1-\beta_{n}\right)\left\|u_{n}-u\right\|^{2}+\beta_{n}\left[\left\|y_{n}-u\right\|^{2}+\left\|y_{n}-S y_{n}\right\|^{2}\right] \\
& -\left(1-\beta_{n}\right) \beta_{n}\left\|u_{n}-S y_{n}\right\|^{2} . \tag{4.2}
\end{align*}
$$

Substituting (3.3) and (3.4) into (4.2) yields

$$
\begin{align*}
\left\|x_{n+1}-u\right\|^{2} \leq & \left(1-\beta_{n}\right)\left\|u_{n}-u\right\|^{2}+\beta_{n}\left\|u_{n}-u\right\|^{2}+\beta_{n} \alpha_{n}^{2}\left\|u_{n}-S u_{n}\right\|^{2} \\
& +\beta_{n}\left(1-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2} \\
& +\beta_{n} \alpha_{n}\left(\alpha_{n}^{2} L^{2}+\alpha_{n}-1\right)\left\|u_{n}-S u_{n}\right\|^{2}-\left(1-\beta_{n}\right) \beta_{n}\left\|u_{n}-S y_{n}\right\|^{2} \\
\leq & \left\|u_{n}-u\right\|^{2}+\beta_{n}\left(\beta_{n}-\alpha_{n}\right)\left\|u_{n}-S y_{n}\right\|^{2} \\
& +\beta_{n} \alpha_{n}\left(\alpha_{n}^{2} L^{2}+2 \alpha_{n}-1\right)\left\|u_{n}-S u_{n}\right\|^{2} . \tag{4.3}
\end{align*}
$$

It follows from (4.3), (C1)-(C3) and (3.1) that

$$
\begin{equation*}
\left\|x_{n+1}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\beta_{n} \alpha_{n}\left(1-2 \alpha_{n}-\alpha_{n}^{2} L^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}, \tag{4.4}
\end{equation*}
$$

for every $n=1,2, \ldots$. Therefore, there exists $\theta=\lim _{n \rightarrow \infty}\left\|x_{n}-u\right\|$ and $\left\{x_{n}\right\}$ is bounded. From (3.1) and (3.4), we also know that $\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded.

By (4.3), (C1)-(C3) and (3.1), we have

$$
\left\|x_{n+1}-u\right\|^{2} \leq\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}+r_{n}\left(r_{n}-2 \beta\right)\left\|B x_{n}-B u\right\|^{2} .
$$

It follows that

$$
\gamma(2 \beta-\tau)\left\|B x_{n}-B u\right\|^{2} \leq r_{n}\left(2 \beta-r_{n}\right)\left\|B x_{n}-B u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n+1}-u\right\|^{2} .
$$

So, we obtain $\left\|B x_{n}-B u\right\| \rightarrow 0$.
By (4.3), (C1)-(C3) and (3.10), we have

$$
\left\|x_{n+1}-u\right\|^{2} \leq\left\|u_{n}-u\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n}-u_{n}\right\|^{2}+2 r_{n}\left\langle B x_{n}-B u, x_{n}-u_{n}\right\rangle .
$$

Hence,

$$
\left\|x_{n}-u_{n}\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n+1}-u\right\|^{2}+2 r_{n}\left\|B x_{n}-B u\right\|\left\|x_{n}-u_{n}\right\| .
$$

Since $\left\|B x_{n}-B u\right\| \rightarrow 0,\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ are bounded, we obtain $\left\|x_{n}-u_{n}\right\| \rightarrow 0$.
By (4.4), we get

$$
\beta_{n} \alpha_{n}\left(1-2 \alpha_{n}-\alpha_{n}^{2} L^{2}\right)\left\|u_{n}-S u_{n}\right\|^{2} \leq\left\|x_{n}-u\right\|^{2}-\left\|x_{n+1}-u\right\|^{2} .
$$

It follows from (C1)-(C3) that $\left\|u_{n}-S u_{n}\right\| \rightarrow 0$.
And thus,

$$
\lim _{n \rightarrow \infty}\left\|y_{n}-u_{n}\right\|=\alpha_{n}\left\|u_{n}-S u_{n}\right\|=0 .
$$

As $\left\{x_{n}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n i} \rightharpoonup w$. From $\left\|x_{n}-u_{n}\right\| \rightarrow 0$, we obtain that $u_{n i} \rightharpoonup w$. From $\left\|u_{n}-y_{n}\right\| \rightarrow 0$, we also obtain that $y_{n_{i}} \rightharpoonup w$. Since $\left\{u_{n_{i}}\right\} \subset C$ and $C$ is closed and convex, we obtain $w \in C$. It follows from $\left\|u_{n_{i}}-S u_{n_{i}}\right\| \rightarrow 0$ and Tool 2 in [19] that $w \in \operatorname{Fix}(S)$. By similar argument with that in the proof of Theorem 3.1, we can easily show that $w \in \operatorname{GEP}(F, B)$. This implies $w \in \Omega$.

Let $\left\{x_{n_{j}}\right\}$ be another subsequence of $\left\{x_{n}\right\}$ such that $x_{n_{j}} \rightharpoonup z$. Then $z \in \Omega$. Let us show $w=z$. Assume that $w \neq z$. From the Opial condition, we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|x_{n}-w\right\| & =\liminf _{i \rightarrow \infty}\left\|x_{n_{i}}-w\right\|<\liminf _{i \rightarrow \infty}\left\|x_{n_{i}}-z\right\| \\
& =\lim _{n \rightarrow \infty}\left\|x_{n}-z\right\|=\liminf _{j \rightarrow \infty}\left\|x_{n_{j}}-z\right\| \\
& <\liminf _{j \rightarrow \infty}\left\|x_{n_{j}}-w\right\|=\lim _{n \rightarrow \infty}\left\|x_{n}-w\right\| .
\end{aligned}
$$

This is a contradiction. Thus, we have $w=z$. This implies that $x_{n} \rightharpoonup w \in \Omega$. Since $\left\|x_{n}-u_{n}\right\| \rightarrow 0$, we have $u_{n} \rightharpoonup w \in \Omega$. Since $\left\|y_{n}-u_{n}\right\| \rightarrow 0$, we have also $y_{n} \rightharpoonup w \in \Omega$.

Now put $w_{n}=P_{\Omega} x_{n}$. We show that $w=\lim _{n \rightarrow \infty} w_{n}$.
From $w_{n}=P_{\Omega} x_{n}$ and $w \in \Omega$, we have

$$
\left\langle w-w_{n}, w_{n}-x_{n}\right\rangle \geq 0 .
$$

From (4.4) and Lemma 4.2 in [13], we know that $\left\{w_{n}\right\}$ converges strongly to some $w_{0} \in \Omega$. Then, we have

$$
\left\langle w-w_{0}, w_{0}-w\right\rangle \geq 0
$$

and hence $w=w_{0}$. The proof is now complete.
By Theorem 4.1 and similar arguments with those in the proof of Corollaries 3.1-3.4, we can obtain the following new and interesting weak convergence theorems in a real Hilbert space.

Corollary 4.1 Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Let $F$ be a bifunction from $C \times C$ to $R$ satisfying (A1)-(A4). Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \cap \operatorname{EP}(F) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
F\left(u_{n}, y\right)+\frac{1}{r_{n}}\left\langle y-u_{n}, u_{n}-x_{n}\right\rangle \geq 0, \quad \forall y \in C, \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
x_{n+1}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n},
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}+1}} \quad$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma,+\infty)$ for some $\gamma>0$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ converge weakly to $w=P_{\operatorname{Fix}(S) \cap E P(F)}\left(x_{n}\right)$.
Corollary 4.2 Let C be a nonempty closed convex subset of a real Hilbert space H. Let $F$ be a bifunction from $C \times C$ to $R$ satisfying (A1)-(A4). Let $B$ be a $\beta$-inverse-strongly monotone mapping of $C$ into $H$. Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \cap V I(B) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C, \\
u_{n}=P_{C}\left(x_{n}-r_{n} B x_{n}\right), \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
x_{n+1}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n},
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}+1}}$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma, \tau]$ for some $\gamma, \tau \in(0,2 \beta)$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\}$, and $\left\{y_{n}\right\}$ converge weakly to $w=P_{\operatorname{Fix}(S) \cap V I(B)}\left(x_{n}\right)$.
Corollary 4.3 Let C be a nonempty closed convex subset of a real Hilbert space H. Let S be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C  \tag{4.1}\\
y_{n}=\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} S x_{n} \\
x_{n+1}=\left(1-\beta_{n}\right) x_{n}+\beta_{n} S y_{n}
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are two sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}}+1}$ for all $n \in N$.
Then, $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ converge weakly to $w=P_{\mathrm{Fix}(S)}\left(x_{n}\right)$.
Corollary 4.4 Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Let $\varphi: C \rightarrow R$ be a lower semicontinuous and convex function. Let $S$ be L-Lipschitz continuous and a pseudo contraction of $C$ into itself such that $\operatorname{Fix}(S) \cap \operatorname{argmin}(\varphi) \neq \emptyset$. Let $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences generated by

$$
\left\{\begin{array}{l}
x_{1}=x \in C,  \tag{4.1}\\
u_{n}=\operatorname{argmin}_{y \in C}\left\{\varphi(y)+\frac{1}{2 r_{n}}\left\|y-x_{n}\right\|^{2}\right\}, \\
y_{n}=\left(1-\alpha_{n}\right) u_{n}+\alpha_{n} S u_{n}, \\
x_{n+1}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} S y_{n},
\end{array}\right.
$$

for every $n=1,2, \ldots$ where $\left\{r_{n}\right\},\left\{\alpha_{n}\right\}$, and $\left\{\beta_{n}\right\}$ are three sequences satisfying the conditions:
(C1) $\beta_{n} \leq \alpha_{n}$ for all $n \in N$;
(C2) $\liminf _{n \rightarrow \infty} \beta_{n}>0$;
(C3) $\lim \sup _{n \rightarrow \infty} \alpha_{n} \leq \alpha<\frac{1}{\sqrt{1+L^{2}}+1}$ for all $n \in N$.
(C4) $\left\{r_{n}\right\} \subset[\gamma, \tau]$ for some $\gamma, \tau \in(0,2 \beta)$.
Then, $\left\{x_{n}\right\},\left\{u_{n}\right\}$ and $\left\{y_{n}\right\}$ converge weakly to $w=P_{\Omega}\left(x_{n}\right)$.

## Remark 4.1

(i) Since the nonexpansive mappings or strict pseudo-contraction mappings has been replaced by a pseudo-contraction mapping, Theorem 3.1 improves Theorems 4.3 and 4.4 in [3], and Theorem 3.1 in [5]. Theorem 4.1 improves Theorem 3.1 in [1] and [4]. It is easy to see that Theorems 3.1 and 4.1, Corollaries 3.1 and 4.1 extend and improve the corresponding results in [10-17].
(ii) The algorithm in Corollaries 3.4 and 4.4 are variants of the proximal method for optimization problems introduced and studied by Martinet [22], Rockafellar [23], Ferris [24] and many others.
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